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I. One Node

12.5.23

406

https://www.linkedin.com/in/tom-yeh/
https://www.linkedin.com/feed/update/urn:li:share:7137904420217917440/
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II. Four Nodes

12.6.23

148

https://www.linkedin.com/in/tom-yeh/
https://www.linkedin.com/feed/update/urn:li:share:7138285197606711297/
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III. Hidden Layer

12.7.23

82

https://www.linkedin.com/in/tom-yeh/
https://www.linkedin.com/feed/update/urn:li:share:7138659439292674048/
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IV. Three Inputs

12.13.23

105

https://www.linkedin.com/in/tom-yeh/
https://www.linkedin.com/feed/update/urn:li:share:7140113600739741696/
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V. Seven Layers

12.13.23

197

https://www.linkedin.com/in/tom-yeh/
https://www.linkedin.com/feed/update/urn:li:share:7140805608756142082/
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1. Mixture of Experts

1

X1 X2

Y1 Y2

https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gPFdQdsW
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2. Recurrent Neural Network (RNN)
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Activation Function ɸ: ReLU

12.18.23

406

https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gDANw4iH
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3. Mamba’s S6 Model
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12.19.23

263

https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gGcS2sMa
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4. Matrix Multiplication
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1.5.24

127

https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gXKnQQF3
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5. How does an LLM sample a sentence?
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1.6.24

1123

https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gwe69_84
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1
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6. Multi Layer Perceptron in pytorch

mlp_model = nn.Sequential(

nn._______( ___, ___, bias = ___ ),

nn._______(),

nn._______( ___, ___, bias = ___ ),

nn._______(),

nn._______( ___, ___, bias = ___ ),
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)
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Linear Layer: { Identity | Linear | Bilinear }

Activation Function: { ReLU | Tanh | Sigmoid }

in_features: { int }

out_features: { int }

bias: { T | F }

Hints:

1.8.24

337

https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gnjif8mX
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7. Backpropagation
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1.9.24

1260

https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gsiU2uc2
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8. Transformer
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1.11.24

1281

https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/g39jcD7j
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1.14.24
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https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gVjknYkU
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10. Generative Adversarial Network (GAN)
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1.15.24
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https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gyKzNGDy
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11. Self Attention
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1.16.24
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https://lnkd.in/gDW8Um4W
https://www.linkedin.com/in/tom-yeh/


AI by Hand ✍ Vol. 1 ©  2024 Tom Yeh

1 0 0
1 1 0
0 1 1
1 -1 0

1 1[≈ ReLU]

0 0 0
0 0 0
0 0 0
0 0 0

1 1

3 5
4 1

1 1

1 0 0 1 0
0 1 1 0 0
1 0 -1 -1 1

1 1[≈ ReLU] 1 1

0 0
0 0
0 0

0 0
0 0
0 0

0 0 0
0 0 0
0 0 0
0 0 0

Training Data:
3 3
2 1
1 1

Unseen Data:

-4 7
10 5

Training
- MSE Loss 

Gradients

𝜕𝐿
𝜕𝑌

12. Dropout

Dropout 
(p=0.33)

Random 
Sequence

Targets

Y’

Y

Linear

Linear

1 -1 0 0
0 1 -1 -2

1 1

Linear

1 0 0
1 1 1
-1 1 1
1 -1 0

1 0 1 1 0
1 1 1 0 0
1 0 -1 0 1

1 1 0 0
0 1 -1 -1

Dropout 
(p=0.5)

.61

.39

.75

.40

.65

.42

.23

.19

.93

.42

.87

.53

.27

.69

.50

.11

.42

Inference

Outputs

X 2

X1 X2

[≈ ReLU]

[≈ ReLU]

1.19.24
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https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/g4KHF-Hd


AI by Hand ✍ Vol. 1 ©  2024 Tom Yeh

1 1 2 1
2 1 2 0
3 2 4 1
1 1 2 1

1 0 0 1 0
0 1 1 0 0
-1 0 1 0 -1

[≈ ReLU]

1 0 1 0
-1 1 0 0

1 1 1 1

1 0 0
0 1 1
1 -1 0

1 0 -1 0
1 -1 0 0
0 0 1 1
0 1 1 -3

[≈ ReLU]

[≈ ReLU]

Reconstruction 
Loss

Decoder

13. Autoencoder

1 1 1 1

1 1 1 1

1 1 1 1

-

X1 X2 X3 X4

Y
Outputs

Targets

Y’

X 2

MSE Loss 
Gradients

𝜕𝐿
𝜕𝑌

Encoder

Bottleneck
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https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/g2rM9iV2
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14. Vector Database

2.1.24

2224

https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gTanDTMj
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2.10.24

885

https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gN36z5hj
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2.15.24
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https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/g_vd-ESh
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2.17.24
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https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gEFQWcJu
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2.19.24
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https://www.linkedin.com/in/tom-yeh/
https://lnkd.in/gd8d9bjd


19. Switch Transformer
(Gemini 1.5’s Sparse Mixture of Experts)
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https://lnkd.in/gnkpT3EX
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